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요 약

본 연구는 재난 경보 시스템에서 생성 AI 기술을 사용하는 새로운 프레임워크 Text-To-3D Cinemagraph를 제안한다. 이 프레임워

크는 텍스트 및 이미지 생성과 광학 흐름, 3D 카메라 움직임과 같은 애니메이션 기술을 결합하여 동적인 시각 경보를 만든다. 현재의

Text-To-Video 기술이 복잡하고 자원을 많이 소모하는 것과 달리, Text-To-3D Cinemagraph 접근 방식은 더 간단하고 빠르며 재난 시

나리오와 같은 특정 도메인에 맞게 설계가 가능하다. 먼저, 실제 이미지에서 추출한 메타데이터를 사용하여 LLM model을 fine-tuning
하여 만든 metadata generator를 통해 이미지 생성을 위한 prompt를 만든 후, Diffusion based Text-To-Image Generative Model을 통

해 이미지를 생성한다. 이를 애니메이션화하여 재난을 생생하게 묘사함으로써 취약계층을 위한 재난 경보의 명확성과 접근성을 향상시

킨다.

Abstract

The study proposes a novel framework called Text-To-3D Cinemagraph to enhance disaster communication using generative AI 
technologies. This framework uses a combination of text and image generation along with animation techniques, such as optical 
flow and 3D camera movements, to create dynamic visual alerts. Unlike current Text-To-Video technologies, which are complex 
and resource-intensive, the Text-To-3D Cinemagraph approach is simpler, faster, and more adaptable, specifically designed for 
disaster scenarios. The LLM model is fine-tuned using metadata extracted from real-world images and serves as a metadata 
generator to create prompts for image generation. The images are generated by a diffusion-based Text-To-Image Generative Model 
and are then animated to vividly depict disasters, improving the clarity and accessibility of alerts for vulnerable populations.
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I. Introduction

Current disaster alert systems often depend on text mes-
sages, which may not effectively reach groups like the eld-
erly, children, and those with disabilities. This study in-
troduces a new method using advanced generative AI[3,16,22] 
to improve disaster communication. Our approach, called 
Text-To-3D Cinemagraph, combines text generation, image 
creation, and animations such as optical flow and 3D cam-
era movements to develop dynamic visual alerts. Despite 
their impressive capabilities, T2V models face significant 
technical challenges due to their complexity. Current Text- 
To-Video (T2V) generation technologies, like Google’s 
Imagen Video[19] and Meta's Make-A-Video[13], use 
Diffusion Video Modeling[12,20,21], which is complex and re-
source-intensive. These models utilize millions of parame-
ters which can be computationally intensive and re-
source-heavy[11]. In contrast, our framework is simpler and 
more accurate, as we produce a single image highly related 
to the disaster scenario using the fine-tuned LLM. The 
so-called meta generator produces the prompt, and we then 
animate the image using Eulerian Motion Fields[9,17] and 
camera movements.

Meanwhile, research on Text-To-3D generative models has 
been rapidly advancing[25,26,27]. For instance, Dual3D[25] in-
troduced a novel dual-mode multi-view latent diffusion model 
that efficiently generates high-quality 3D assets by toggling 
between 2D and 3D modes during the denoising process, sig-

nificantly reducing computational costs without sacrificing 
quality. Similarly, DreamBooth3D[26] combines the person-
alization capabilities of the Text-to-Image model Dream- 
Booth[27] with the Text-To-3D generation framework 
DreamFusion[28], enabling the creation of personalized 3D 
assets from a few images. However, while these models 
focus on general 3D object generation rather than specific 
scenarios, our proposed framework is centered on generat-
ing accurate final results that closely reflect the input text, 
especially in the context of disaster scenarios.

We propose the Text-To-3D Cinemagraph framework to 
address various disasters in Korea, including droughts, 
earthquakes, floods, heavy snow, typhoons, and wildfires. 
In this research, we focused on disasters—specifically 
floods and wildfires—to demonstrate the vivid results. To 
train our model, we collected a dataset of disaster images, 
which the metadata, the textual data describing each image 
are extracted from the each image using image captioning 
technology from the BLIP model[4] and then used to fine-
tune the large language model, LLaMA-2[14,15], for generat-
ing disaster-relevant metadata. This metadata is used as a 
prompt of Text-To-Image (T2I) model, which is the next 
step of the process. When natural disasters occur and the 
disaster alerting system is activated, the system uses key-
words from CAP data to generate prompts for the T2I 
model. These prompts create a single disaster image that 
is then animated into a 3D cinemagraph, offering a vivid 
depiction of disaster scenarios. Our animation process 
builds on our foundational research[1,2,10], incorporating au-
tomated mask generation while maintaining 3D camera 
pose features. This method significantly reduces computa-
tional demands compared to more complex T2V models, 
improving both the clarity and accessibility of disaster 
information. Additionally, the adaptability and efficiency of 
the Text-To-3D Cinemagraph framework have potential ap-
plications beyond disaster communication, making it ideal 
for any sector requiring rapid, clear, and accessible visual 
communication.
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Our contributions can be summarized as follows:
1. Pioneering 3D Cinemagraph Generation from Text 

Descriptions: We believe this is the first study to create 3D 
cinemagraphs directly from text descriptions. By using a 
fine-tuned LLM[23,24] and a meta generator for high accu-
racy, the process is fully automated, eliminating the need 
for human labor.

2. Contextually Relevant and Accurate Image Genera- 
tion: The metadata produced by the LLM, which was 
fine-tuned using metadata from a real image dataset, served 
as an effective prompt for the Text-To-Image generative 
model, leading to contextually relevant generated images. 
This ensures that our visual outputs closely mirror re-
al-world scenarios, providing reliable and actionable in-
formation during disasters.

3. Elimination of Manual Labeling through Automated 
Mask Generation: Our framework introduces a fully auto-
mated system for creating 3D cinemagraphs, leveraging the 
LangSAM model to automatically generate masks and seg-
ment motion areas within the generated images.

The key objective of this research is to develop an effi-
cient, automated framework for generating 3D cinema-
graphs from text descriptions. Unlike previous methods 

that required manual input[1] or relied on complex re-
sources[19,13], our approach leverages advanced AI to create 
accurate and contextually relevant disaster visuals, sig-
nificantly reducing both computational complexity and 
manual effort.

II. Related Work

1. Domain-Specific Data Generation

Fine-tuning a Language Model (LLM) for domain-spe-
cific tasks, such as generating prompts for Text-To-Image 
(T2I) models, involves adapting a pre-trained LLM to pro-
duce text descriptions that align with visual content. This 
process incorporates image-related metadata, enhancing the 
LLM's ability to create contextually relevant and detailed 
prompts for accurate image generation. For example, en-
riching the LLM with object data within an image im-
proves its ability to produce precise textual descriptions. 

The process begins with collecting real-world image da-
ta, processed through the BLIP model (Bootstrapped 
Language Image Pretraining) to generate descriptive 
captions. This metadata fine-tunes the LLM parameters, 
tailoring it to generate suitable prompts for visual content 

그림 1. 도메인 특화 작업을 위한 LLM의 파인튜닝
Fig. 1. Overview of Fine-Tuning an LLM for Domain-Specific Tasks
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related to disaster scenarios. The arrows in Figure 1 in-
dicate how metadata influences LLM parameters, enhanc-
ing task performance related to the initial image data. 

Our goal is to create highly accurate textual descriptions 
representing complex disaster scenarios, converting them 
into image prompts. Domain-specific data generation en-
sures the generated content is rooted in disaster domain nu-
ances, enhancing the quality of text generation and foster-
ing a comprehensive understanding of the domain for rich-
er, more accurate content.

2. BLIP Model for Image Captioning

Image captioning is crucial in computer vision and natu-
ral language processing, aiming to generate textual descrip-
tions of images. Our goal is to fine-tune the LLM model 
to create high-quality prompts for T2I generation using 
metadata from real images and image captioning 
techniques. The BLIP (Bootstrapped Language Image 

Pretraining) model excels in this task due to its integrated 
understanding of visual and textual data. 

BLIP’s architecture processes images and text together, 
generating relevant and contextually appropriate captions. 
It identifies objects and describes their attributes, actions, 
and interactions, providing detailed and nuanced captions. 
BLIP’s standout feature is incorporating context, consider-
ing both immediate visual details and broader thematic ele-
ments, enhancing the captions’ relevance and informative-
ness, especially in complex scenes like social events.

3. LangSAM for Automated Mask Generation

The LangSAM (Language Segment-Anything Model)[5] 
enhances image segmentation by integrating natural lan-
guage processing with text descriptions. Unlike traditional 
models relying solely on visual data, LangSAM uses text 
cues for precise object and area identification in images. 
Combining instance segmentation with text prompts, 

그림 2. 재난 카테고리별 이미지 데이터셋
Fig. 2. Image Data Set Across the Disaster Categories
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LangSAM accurately creates masks for specific objects. 
Building on Meta’s segment-anything model and the 
GroundingDINO detection model, it uses text prompts to 
highlight objects like “fire” or “river”. This makes 
LangSAM a powerful tool for tasks merging textual and 
visual data.

In cinemagraph creation, LangSAM generates masks 
from text descriptions, identifying which image parts 
should move or stay still. This streamlines the process, es-
pecially when combined with Stable Diffusion[6] to create 
initial images from text. LangSAM’s precision and under-
standing of text and visuals mark a significant advancement 
in automating cinemagraph production, improving accuracy 
and comprehension of content.

III. Proposed Method

1. Dataset Preparation

We assembled a dataset of 200 images for each disaster 
type—flood, landslide, drought, wildfire, heavy snow, ty-
phoon, and earthquake—sourced exclusively from Korean 
domain websites. Automated tools were used for the initial 
collection to gather a diverse range of images relevant to 
each disaster type.

A manual review followed to eliminate images that did 
not accurately represent the disaster scenarios. This process 
ensured the dataset only included relevant images, remov-
ing those with embedded text, excessive blurriness, or a 
high presence of human subjects to maintain quality and 
relevance.

2. Training the LLM Model Using Metadata from 
a Real Image

In this research, we fine-tuned a cutting-edge large lan-
guage model. Our base model, Meta’s LLaMA-2 Model al-

lows the detailed modifications of transformer layers for 
language tasks. The model features a token embedding lay-
er with a vocabulary of 32,000 and an embedding size of 
4,096, providing substantial representational power and ef-
fectively managing varying input sizes. The core compo-
nent is a series of layers with unique attention mechanisms, 
enhanced with low-rank adapters (LoRA)[18] to dynamically 
adjust attention patterns, reducing the need for compre-
hensive retraining. Dropout regularization and low-rank 
matrices improve the model's ability to adapt to data 
patterns.

We fine-tuned the LLaMa-2 model specifically for natu-
ral disasters, including floods, landslides, droughts, wild-
fires, heavy snow, typhoons, and earthquakes. Fine-tuning 
involves adjusting LLaMa-2’s parameters to better reflect 
the specialized vocabulary and contextual nuances charac-
teristic of disaster scenarios.

3. Images Using Metadata Generator and 
Text-to-Image (T2I) Model

Figure 3 illustrates the metadata generation inference 
process using the fine-tuned LLaMa-2 model. Once the 
keywords extracted from the CAP data are input into the 
model, the metadata is produced as output. This generated 
metadata not only categorizes but also enriches the data, 
ensuring that subsequent visual data generation processes 
are contextually aligned with the specifics of the emer-
gency situations depicted in the textual data. 

The pre-trained LLM model, based on LLaMA-2, gen-
erates disaster-related metadata matching our metadata 
template. Using input from the Emergency Common 
Alerting Protocol (CAP), the disaster type is identified and 
processed by the pre-trained metadata generator. This meta-
data is then fed into the Text-To-Image (T2I) generative 
model as a prompt, resulting in the final disaster scenario 
image.
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4. Producing 3D Cinemagraph: Applying 
Animation Effects to the Image

Our approach to 3D cinematography begins with an im-
age input and a manually defined mask to control the ani-
mated regions. This framework is built on the pre-trained 
Stable Diffusion model. We utilize the Language 
Segment-Anything (LangSAM) model, which integrates in-
stance segmentation with text prompts to generate masks 
for specific objects.

Once an image is generated from a text prompt using 
Stable Diffusion, it is passed to the Mask Generator 
Network, where the LangSAM model creates a mask that 
delineates areas for motion based on keywords related to 
fluid elements, such as water or river for fluid, and smoke 

or fire for wildfire disaster types. LangSAM analyzes both 
the text prompt and the generated image to identify and 
segment objects or areas for animation according to the 
description. This automated mask creation effectively dif-
ferentiates between static and animated parts, enhancing 
the cinamgraph creation process. After the automatic mask 
generation, the mask and motion labels are produced as 
outputs and are passed to the Motion Estimation Network. 

Animating a still image involves converting 2D data into 
a 3D structure and manipulating it sequentially. Creating 
a 3D scene starts by producing detailed depth maps from 
a single image to approximate the scene's geometry using the 
dense prediction transformer (DPT)[8]. The image is then 
transformed into a Layered Depth Image (LDI) format, 
segmenting the scene into layers by depth discontinuities 

그림 3. 재난 시나리오 생성 진행 절차
Fig. 3. Workflow for Generating Disaster-Scenario 
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and filling hidden areas. Each layer is refined using a pre-
trained model to inpaint obscured sections and extract 2D 
features, which are encoded into feature maps. These en-
hanced LDIs are projected into a 3D space, forming a fea-
ture point cloud. This cloud, with points that each have 3D 
coordinates and feature vectors, facilitates dynamic and re-
alistic animations with depth and motion.

Concurrently, 2D optical flow is calculated to capture 
motion between video frames, which is transformed into 
a 3D space, forming RGB point clouds with scene flows 
detailing each point's movement. These RGB point clouds 
are animated over time according to the scene flow and 
projected back into various viewing angles. However, this 
can lead to gaps in the scene. To mitigate this, a 3D sym-
metric animation technique (3DSA) enhances continuity 
and fills gaps in the point cloud animation.

For a refined approach to animating static images, the 

Eulerian flow field is used. This method assumes a con-
stant-velocity motion field, simplifying the capture of dy-
namic real-world movements. The Eulerian flow field de-
fines the movement of pixels from one frame to another, 
calculating future positions using Euler integration to fore-
cast the path of each pixel through multiple frames, creat-
ing a consistent displacement field.

An Image-To-Image translation network transforms an 
RGB image directly into an optical flow map, predicting 
pixel movements to mimic natural scene dynamics. This 
boosts the realism of the animation and addresses issues 
like distortion and occlusion.

Figure 5 displays the generated image, its corresponding 
depth map created by the dense prediction transformer 
(DPT), and the LangSAM-generated mask for applying 
motion in fluid areas, enhancing 3D cinemagraphs for dis-
asters like wildfires and floods.

그림 4. 제안된 텍스트-투-3D 시네마그래프 프레임워크
Fig. 4. The proposed Text-to-3D Cinemagraph Framework
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Ⅳ. Results

1. Text Generation

Figure 6 displays the outputs of a pretrained large lan-
guage model (LLM) when provided with disaster-related 
keywords, covering all seven disaster types: flood, land-
slide, drought, wildfire, heavy snow, typhoon, and 
earthquake. The LLM generates detailed prompts specify-
ing the mood, time of day, lighting conditions, and descrip-
tions of each object in the image. Importantly, since the 
Text-To-Image model does not handle human-related im-
ages, the output prompts are modified to include the direc-
tive “Do not include any humans.” 

For example, for the disaster type Earthquake, the gen-
erated prompt by the metadata generator was: “The image 
captures the aftermath of a devastating earthquake. The 
scene is set in a rural area, with a large, cracked earth-

quake-damaged house in the foreground. The house is sur-
rounded by a large, cracked earthquake-damaged road, and 
there are several large, cracked earthquake-damaged trees 
in the background. The sky is overcast, and the lighting 
is dim. The mood of the image is…”. This detailed meta-
data enables the T2I generative model to accurately pro-
duce the disaster scenario image without unexpected 
results. However, extensive testing revealed that our model 
occasionally produces unexpected tokens, such as “0” or 
“α”, at the end of the prompt. Though these tokens do not 
affect the overall prompt or the image generation process. 

Overall, the generated text is of high quality, accurately 
depicting the disaster scenarios, and is produced quickly 
and efficiently. However, through multiple test inferences, 
we noted that the prompts tended to be similar, showing 
less diversity. This consistency, while resulting in less vari-
ety, is advantageous for domain-specific, real-time scenario 
services.

그림 5. 생성된 이미지, 3D 효과를 위한 Depth Map, 유동적인 영역(물, 불, 연기 등)의 모션 적용을 위한 LangSAM이 생성한 마스크
Fig. 5. Generated Image and Its Depth Map for 3D Effect, Alongside the LangSAM-Generated Mask for Applying Motion in Fluid 
Areas Such as Water, Fire, and Smoke
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그림 6. 파인튜닝된 LLM의 생성 결과
Fig. 6. Generated Results from the Fine-Tuned Large Language Model (LLM)

그림 7. ‘wildfire’(위)와 ‘flood’(아래) 키워드를 사용하여 생성된 이미지들
Fig. 7. Images generated using the keyword 'wildfire' (above), and ‘flood’ (below)
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2. Image Generation

The top part of Figure 7 shows images generated with 
the keyword ‘wildfire’. The images generated using Stable 
Diffusion, capture the general idea of a wildfire but lack 
realism and accuracy. Dall-E's[7] images exhibit significant 
variation, sometimes including roads, trees, or cars. In con-
trast, our model accurately depicts the wildfire context, 
consistently producing similar images for the same prompt. 
The trees and smoke have consistent shapes, and the over-
all image maintains a uniform color and mood, free from 
extraneous objects.

The bottom part of Figure 7 shows images generated 
with the keyword ‘flood’. The Stable Diffusion images 

sometimes include random elements like roads and cars, 
while Dall-E’s images show less variation but often in-
accurately depict floods, looking more like lakes. However, 
our model accurately captures the flood context with mini-
mal variation, largely due to the use of metadata, which 
anchors the images within the targeted domain.

Table 1 presents the evaluation performance of DALL-E, 
Stable Diffusion, and our model using FID Score, CLIP 
Score, LPIPS Score, and SSIM Score. Disaster types in-
clude drought, earthquake, heavy snow, landslide, wildfire, 
flood, and typhoon. As highlighted in Table 1, our model 
outperforms DALL-E and Stable Diffusion in key metrics 
across various disaster scenarios, particularly in FID and 
SSIM scores. The consistently higher SSIM scores ach-

표 1. 재난 시나리오별 T2I 모델 성능 비교
Table 1. Performance Comparison of T2I Models across Disaster Scenarios
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ieved by our model indicate its superior ability to maintain 
structural similarity and accuracy in the generated images. 
These results underscore the effectiveness of our approach 
in producing high-quality, structurally accurate images that 
closely align with the provided textual descriptions, ensur-
ing a reliable and consistent representation of disaster 

scenarios.

3. Producing 3D Cinemagraphs

Figure 8 showcases the final generated 3D cinemagraph 
with 7 frames for the disaster types ‘Wildfire’ and ‘Flood’. 

그림 8. 홍수와 산불의 최종 생성된 3D 시네마그래프
Fig. 8. Final Generated 3D Cinemagraph of Flood and Wildfire
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The top two frames illustrate circular motion, while the 
bottom two exhibit an up-and-down camera motion effect. 
These animations are smooth and clear, greatly enhancing 
the overall image quality.

Ⅴ. Conclusion

In this thesis, we developed a novel method for generating 
cinemagraphs from textual prompts by integrating a 
fine-tuned large language model (LLM), a Text-To-Image 
(T2I) model, and an automated flow-generating network. 
Unlike conventional methods that produce video content 
from text—often requiring high quality and extensive proc-
essing—our approach simplifies the process by manipulating 
images directly and applying dynamic animation effects.

Our integrated framework has demonstrated significant ef-
fectiveness, particularly in disaster scenarios, by consistently 
producing high-quality images. The use of a Metadata 
Generator to create domain-specific metadata ensures that the 
generated images are contextually relevant and structurally 
accurate. This approach not only reduces variability but also 
enhances the precision of the generated visuals. 

As evidenced in Table 1, our model outperforms existing 
methods like DALL-E and Stable Diffusion across various 
disaster scenarios, particularly in key metrics such as FID 
and SSIM scores. The consistently higher SSIM scores in-
dicate our model’s superior ability to maintain structural 
similarity and accuracy in the generated images. These re-
sults validate the effectiveness of our approach in produc-
ing high-quality, structurally accurate images that closely 
align with the provided textual descriptions, ensuring reli-
able and consistent representations of disaster scenarios.

We acknowledge limitations in our research, particularly 
the emergence of gray gaps and holes due to excessive 
camera movement. To address this, we suggest using video 
outpainting technology on 3D meshes as a potential 
solution.

Our integrated framework, combining an optimized prompt 
generator with the T2I model, has proven effective in con-
sistently producing high-quality images. By employing a sin-
gle-image flow estimator, our framework ensures relevance 
and efficiency, making it highly suitable for contexts benefit-
ing from stable, high-quality automated image generation.

Moreover, while the model generally succeeds in gen-
erating accurate 3D cinemagraphs, challenges may arise 
when fluid elements like water and fire coexist in the same 
scene. For example, in images depicting both floods and 
wildfires, the LangSAM model may incorrectly animate 
overlapping areas, leading to unrealistic results. However, 
our framework minimizes such occurrences by clearly dis-
tinguishing between disaster types from the outset, sig-
nificantly reducing the likelihood of these issues.

This framework can be generalized to a wide range of 
domains requiring precise information and automated gen-
eration capabilities, extending beyond disaster scenarios. Its 
applicability spans sectors such as entertainment and me-
dia, where it can rapidly create engaging content, and edu-
cation, where customized images can significantly enhance 
learning experiences.
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