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Levels-of-Experts based on Hard Segmentations for Improving 
Implicit Neural Networks
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Abstract

Implicit neural representation is used in various applications such as super-resolution, 3D reconstruction, and image 
compression. Because continuous signals can be generated at an arbitrary scale through the interpolation ability inherent in neural 
networks by storing signals in neural networks. This paper aims to alleviate the problem that existing implicit neural representa-
tion neural networks have poor ability to reconstruct high-frequency characteristics. In other words, this paper proposes a new 
technique to increase high-frequency reconstruction performance by applying explicit characteristics using hard segmentation to the 
implicit neural representation model. This paper is based on a level-of-Experts method that selects a specific weight among sev-
eral weights according to the position. In this paper, we propose a method to assign different weights according to each segmen-
tation area by using hard segmentation based on luminance in an image rather than the existing even-sized tile format. Through 
this, the proposed method induces each weight in the layer to predict data values with similar characteristics, so that the 
high-frequency signal can be trained. As a result of experiments on the Kodak dataset, it was shown that the average PSNR was 
significantly improved by 0.84dB compared to the previous one when the proposed method was used.
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Ⅰ. Introduction
 
Recently, many studies have been conducted to in-

corporate deep neural network technologies into the field 
of image compression. Among them, image compression 
research using Implicit Neural Representation (INR) has 
been actively studied[2,3,4,5] where images are stored in the 
neural networks in the form of weights. 

Traditionally, image compression tasks are mainly based 
on standardized algorithms such as Run-Length Encoding 
[29], Entropy Encoding[30], Discrete Cosine Transform and 
Quantization[31]. However, the methods using INR have at-
tracted attention as they reached a level that exceeds the 
compression rate of conventional JPEG methods[5]. Com- 
pressed images using INR not only achieve a compression 
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rate comparable to or better than that of JPEG method, but 
also theoretically allow for infinite resolution, which gives 
them an advantage over traditional methods[2,4].

INR represents images by using a neural network model 
that takes the coordinates of pixels within the image as in-

puts and outputs the corresponding pixel values. This is 
possible because the neural network can predict continuous 
pixel value outputs when continuous position coordinates 
are taken[6,7,15]. 

Fig. 1. Comparison in overview of the linear layer of (a) normal MLP used in INR[8], (b) Level-Of-Experts, and (c) the proposed hard segmentation-based 
Level-of-Experts
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To improve performance of INR models, a position-
al-dependent weight layer approach, which is called 
Level-of-Experts (LoE), has been proposed[1]. Fig. 1 illus-
trates a normal MLP’s linear layer which is used in INR 
model[8] (a), a model’s using the LoE method (b), and the 
proposed model’s using a LoE method based on hard-seg-
mentation (c). In Fig. 1, the signal has values based on 
their positions (coordinates), and  and  represent to 
sets of weights (experts) shared in a layer.

The standard INR model in Fig. 1 (a) is designed with 
a single weight per node in the layer, which uses the same 
weight for computations () regardless of the position 
input. However, the INR model using LoE method shown 
in Fig. 1 (b) introduces the set of two experts (, ) 
in a layer, mapping weights evenly by region. And the pro-
posed method in Fig. 1 (c) divides and assigns the experts 
by characteristics of signal. This method allows the posi-
tions of signals that have similar characteristics to be as-
signed to the same expert, achieving overfitting and en-
hancing the reconstruction performance of the INR model.

Fig. 1 demonstrates which weights are selected for out-
put in each model when coordinates  and  are taken 
as inputs. In Fig. 1 (a), there is only  single weight in the 
layer, so both  and  use the yellow weight () re-
gardless of their positions. In Fig. 1 (b), weights are as-
signed based on a predefined grid, so  and  use blue 
weight () and yellow weight () each in the same 
layer. By applying the LoE method to the model, it allows 
selection of different weights based on position, achieving 
more varied frequency representations instead of applying 
a single frequency across all areas.

However, this method has some limits. As shown in Fig. 
1 (b), experts are mapped in a uniform (rectangular or cu-
boidal) region in the signal domain, which may not fully 
leverage the characteristics of the input signal. That is, the 
boundaries of the regions tend to generate discontinuity in 
continuous regions of signals. Since overfitting to the input 
signal is important for INR tasks, we determined that 

grouping pixels with similar characteristics into the same 
region and using it for expert (i.e., the weight) mapping 
grid would be much more advantageous for signal 
reconstruction.

Thus, as shown in Fig. 1 (c), we propose the hard segmen-
tation-based LoE. The proposed method first sets thresholds 
for hard segmentation, treating the resulting segmentation 
map as a grid similar to that in Fig. 1 (b) for training. Using 
this method, both  and , coordinates of which signal 
values located below the threshold, are computed using the 
same blue weight in Fig. 1 (c), unlike in Fig. 1 (b). This 
approach enhances the specialization of the experts by as-
signing signal locations with similar characteristics to the 
same expert, unlike the conventional LoE method.

This paper proposes a hybrid neural representation meth-
od, as shown in Fig. 1 (c), where weights are selected 
based on an explicit feature, segmentation generated by di-
viding the image based on luminance. By training with the 
characteristics of the input image, our method enables to 
accelerate overfitting, thus expecting significantly higher 
reconstruction performance than conventional methods. 
Moreover, the proposed method exploits the discontinuities 
between grid regions by seperating by segments that are 
not continuous with each other originally. Experimental re-
sults show that the PSNR is increased by 0.84dB in aver-
age compared to the existing LoE method.

 

Ⅱ. Related Work
 
1. Implicit Neural Representation

INR is a method of representing signal data as a con-
tinuous function through neural networks. This approach 
takes implicit features such as coordinates of the signal as 
input and trains a neural network that outputs the data val-
ues at the corresponding location. It can represent various 
signals, such as audio[8,14], images[8,15,16], and 3D mod-
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els[8,17,18] with continuous functions. Unlike discrete repre-
sentation methods like pixels or voxels, INR allows for res-
olution-independent representation[6,7]. The neural network 
structure primarily uses a Multi-Layer Perceptron (MLP), 
which has applications across fields such as super-reso-
lution[6,7,15], data compression[2,3,4,5], and 3D render-
ing[8,17,18].

To improve INR, many studies have been researched 
such as providing additional information to the input[18,21], 
modifying the activation function[8,19,20], or changing the 
network structure[23]. Among these, SIREN (Sinusoidal 
Representation Network)[8], which uses a sine function as 
the activation function, effectively represents complex sig-
nals and patterns by leveraging its periodic characteristics. 
SIREN particularly captures high-frequency information 
more effectively than methods that use non-periodic func-
tions such as ReLU[20,22]. Moreover, it provides a con-
tinuous and smooth representation and makes the entire 
network infinitely differentiable, demonstrating high per-
formance in approximating complex functions and repre-
senting signals. This paper also aims to enhance perform-
ance with reconstruction of high frequency details by ap-
plying the sine activation function in SIREN.

INR with Level-of-Experts[1] is an extension of the con-
ventional INR method. This approach utilizes multiple ex-
perts to effectively represent information across various fre-
quency bands. Each expert is specialized in a specific fre-
quency range, allowing it to capture diverse characteristics 
of the input signal. This method enables more accurate rep-
resentation of both fine details and the overall structure of 
the image, showing good performance in high-resolution da-
ta or signals with multi-scale characteristics. However, this 
method allocates regions to each expert based on predefined 
formulas, resulting in a structure where all experts are evenly 
assigned to represent the information. Thus, in this paper, 
we introduce a non-uniform region allocation method for 
LoE that assigns signal regions with similar characteristics 
to the same expert.

2. Hard Segmentation

Hard Segmentation refers to a technique that divides an 
image based on similarity in local signal characteristics 
within the image, such as pixel colors or line segments. 
The Watershed algorithm[25] is a method that segments an 
image by treating it as a topographic surface. In this ap-
proach, pixel brightness values are treated as elevations, 
and it is assumed that water starts filling from markers, 
designated either directly or through other algorithms. As 
water rises, watersheds will be formed where the waters 
from different makers merge, dividing the image into mul-
tiple regions. This method is particularly effective for sepa-
rating objects that are in contact with each other.

The EM algorithm[26] assumes that pixels in an image 
follow different distributions in a six-dimensional space 
based on color and texture, and segments the image using 
a probabilistic model. This method iteratively calculates 
and updates the probability of each pixel belonging to a 
specific Gaussian cluster until convergence, resulting in the 
final image segmentation.

Statistical Region Merging (SRM)[27] is a method that 
performs image segmentation by merging visually similar 
segments based on semi-supervised statistical perceptual 
grouping principles and an image generation model.

There are many ways to segment images, but for fast 
computation, our paper uses A simple segmentation with 
luminance-based thresholding which is a basic and simple 
image segmentation method. This method divides an image 
into several groups based on pixel values. This method sets 
a specific threshold, either arbitrarily or through a specific 
algorithm[10,11], and classifies pixels into different groups 
depending on whether their values exceed the threshold. 
Thresholding has the advantage of being easy to implement 
and fast to compute, making it useful in various applica-
tions such as medical image analysis and satellite image 
processing.

In this paper, we use the Multi-Otsu method[11] based on 
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luminance. The Multi-Otsu Method is an extension of 
Otsu’s binarization method, the Otsu Method[10], to classify 
an image into more than two classes. The Otsu Method is 
an automatic threshold selection algorithm for image binar-
ization, used to split an image into two or more classes. 
It analyzes the histogram of the image and finds the opti-
mal threshold that maximizes inter-class variance and mini-
mizes intra-class variance when dividing the image into 
two classes. The Multi-Otsu Method extends this to divide 
the image into multiple classes, thereby automatically de-
termining thresholds even for complex images.

 

Ⅲ. Proposed Method
 
Fig. 1 (b) illustrates the conventional LoE method along-

side the proposed method.
An   layers INR model that takes 2D coordinates  as 

input and outputs a 3D RGB color value  can be ex-
pressed mathematically as follows:

   (1)

        (2)

 (3)

   and   represent the weight and bias of the -th lay-
er, respectively, and  means activation function. In the 
case of SIREN, a sine function is used here. 

In the LoE paper, when a 2×2 allocation structure is ap-
plied to a model for 2D images, they can be represented 
as   

  
 

  
 ,   
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   can be expressed mathematically as follows:
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At this point,     are predefined, and the values used 

in this paper are 128, 0, 8, 0, 4, 0 for  , ,  , ,  , 
. In this paper, we propose an approach to assign regions 
based on thresholding segmentation from the segmented 
images, instead of using the last layer of (4) to assign re-
gions, so that it could allocate them in a non-uniform 
shape.

The overview of the proposed method is shown in Fig. 
1 (c). It is nearly identical to the Fine-to-Coarse tiling 
method in the conventional INR with LoE, but in the first 
tiling step, we replaced the conventional tiling method with 
a Multi-Otsu method based on luminance to divide the im-
age into a total of four regions. The function used in the 
model is the sine function, as employed in SIREN. 

 

Ⅳ. Experiment
 
For the experiments, the KODAK dataset[12] was used. 

The KODAK dataset consists of 24 images of 24-bit color 
with a resolution of 768×512, and it is primarily used for 
performance analysis of image processing or compression 
algorithms. The data were normalized so that the pixel co-
ordinates and values of the images fall within the range of 
-1 to 1 for training purposes. The experimental results were 
evaluated using PSNR, which compares the quality differ-
ence between the original and processed images. The mod-
el structure has an input dimension of 2 and an output di-
mension of 3, with an MLP containing three hidden layers 
of 256 nodes each, trained over a total of 5,000 iterations. 
We used Mean Squared Error for loss and Adam with 
    for optimization. We implemented 
models with PyTorch[28], and experimented on a RTX3090 
GPU environment.

Table 1 summarizes the experimental results on the 
KODAK dataset for various methods. In the LoE method, 
FtC and QT refer to “Fine to Coarse” and “Quad Tree,” 
respectively, where the grid size increases from small to 
large, and decreases from large to small[1], 128, 8, 4, 2, 
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Method Average 
PSNR(dB)

Highest 
PSNR(dB)

Lowest 
PSNR(dB)

SIREN 30.28 35.00 23.75

LoE(FtC) 38.41 41.15 35.39

LoE(QT) 36.35 39.42 31.98

Ours 39.25 42.04 36.45

Table 1. PSNR Comparison Table for Different Methods using KODA-
K Dataset

0 for each          in FtC and 2, 4, 8, 128, 
0 for each          in QT, so that it could as-
sign with smallest(3×2) and second biggest(192×128) tiles 
in one model. And we use LoE method based on SIREN 
since it performs better than models in [1], using 
LeakyReLU for activation function.

In Table 1, Result shows our method’s image re-
construc-tion perform the best among methods in this table. 
Compare with LoE (FtC) method, which is best from exist-
ing metho-ds in this table, our method exceeds PSNR with 
0.84dB in average, and 1.06dB in lowest.

In Fig. 2., SIREN model shows slow training speed than 
other methods, And ‘Fine to Coarse’ and ‘Quad Tree’ 
meth- od shows struggle to train edge region in images. 
However, Our method can train model fast and evenly even 
in edge regions.

In the ablation studies, we experiment to analyze posi-
tion of segmentation layer and method of segmentation.

Table 2 shows the results based on the position of the 
segmentation layer applied. When changing the position of 

Fig. 2. Visualization of experimental result. Left figure is full and cropped original image, and each cell in right figure shows cropped 
reconstructed image(left), and normalized RGB channel error map(right)
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Layer pos. Average 
PSNR(dB)

Highest 
PSNR(dB)

Lowest 
PSNR(dB)

First layer 37.51 40.72 34.31

Second layer 37.53 40.73 34.03

Third layer 38.34 41.49 34.53

Fourth layer 39.25 42.04 36.45

Table 2. PSNR Comparison Table for Different positions of segmenta-
tion layer using KODAK Dataset

 

segmentation layer, except for the first layer, the rest were 
implemented by replacing the layers at that location in the 
LoE (FtC) method. About first layer, we replaced second 
layer to first layer first, and then we replaced first layer 
to segmentation layer. The experimental results show that 
when the segmentation layer is located in fourth layer 

Seg. method Average 
PSNR(dB)

Highest 
PSNR(dB)

Lowest 
PSNR(dB)

Equal bin 39.02 42.05 35.82

Ours 39.25 42.04 36.45

Table 3. PSNR Comparison Table for Different segmentation methods 
of segmentation layer using KODAK Dataset

performs best. We think it is because big chunks of seg-
mentations in segmentation layer affects more to results. In  
Fig. 3., We can get much less errors noticably in error 
maps when we use Otsu method layer in the last layer.

Table 3 shows the results based on the position of the 
segmentation layer applied. Equal bin means setting thresh-
olds to separate pixels in groups almost equally, and ours 
is Multi-Otsu method. The experimental results show that  

Fig. 3. Visualization of ablation experimental result in table 2. Left figure is full and cropped original image, and each cell in right figure 
shows cropped reconstructed image(left), and normalized RGB channel error map(right)
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equal bin shows highest PSNR, but it shows lower PSNR 
than ours overall, so its average PSNR is lower than ours. 
In Fig. 4., We can see 2 method shows similar patterns 
in error maps, but ours mispredict pixel values evenly, 
so ours can get higher ‘Lowest PSNR’ than equal bin method.

Ⅴ. Conclusion

In this study, we propose a hybrid neural representation 
method that uses the luminance characteristics of images 
for segmentation, thereby leveraging explicit features. Throu- 
gh this method, we were able to train neural representation 
model that shows higher performance compared to existing 

methods.
Based on experimental results, we found that inducing 

rapid overfitting through our method led to enhanced image 
reconstruction performance. Also, experiments using addi-
tional images confirmed the importance of inducing overfitt-
ing in INR. Therefore, we expect that if we can apply meth- 
ods that induce greater overfitting on the signals than 
meth-ods used in this paper, It is possible to achieve even 
better results.
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